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Overview

Types of similarity
• Sequential similarities – “text reuse”
• Similarities of vocabulary use
Simple approaches to identifying similarities
• N-grams
• Vector space model

• Cosine similarity
• Principal Component Analysis (PCA)

Related materials and slides download: https://dsturgeon.net/cuhk2024



Motivation

Similarities between texts can shed light on questions of textual history, authorship, etc.

• Tracing historical connections between written works through reuse of phrases/ideas

• Individual instances of reuse may be of interest to textual scholars

• E.g. multiple “witnesses” to the same text, which may disagree on some of the details

• Similarities of both types have a long history of use in traditional textual scholarship

Why study these similarities computationally?

• Scale – a computer can exhaustively identify similarities of a particular type

• Subtlety – some similarities consist of statistical trends that are hard to see directly

Related materials and slides download: https://dsturgeon.net/cuhk2024



Text reuse
Global text reuse
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Text reuse
Local reuse
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Text reuse: examples

陽貨學而
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Text reuse: examples

堯曰陽貨

恭則不侮，寬則得眾，信則人任焉，敏則有功，惠則足以使人。

所重：民、食、喪、祭。寬則得眾，信則民任焉，敏則有功，公則說。
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Global vs local reuse

Global
• Usually a question of similarity of documents
• May not require alignment of similar parts
Local
• (Possibly) isolated regions of d1 and d2

• Often multiple similarities between d1 and d2

• Similar regions may not occur in order*
• Many applications require local alignments

d2

d1

8
* If we know that they do, or if we only need the most similar pair, things get much easier

d2d1



Identifying text reuse

N-grams
• Useful for both global and local similarity
• Can identify extended local similarities (e.g. quotation, copying, etc.)
Document vectors
• Simple and fast to calculate
• Ignores word order – so-called “bag of words” approach
• More useful for global similarities
Other approaches
• Can be tailored to identifying particular types of similarity
• Often use precision/recall to evaluate the level of success at identifying 



Tokenization

• When comparing text, often the most intuitive units to compare are words

anthropological explorations and examples of creatures considered pests

ants rats and fleas are examples of creatures considered pests

S1 =

S2 =

anthropological explorations and examples of creatures considered pests

ants rats and fleas are examples of creatures considered pests

S1 =

S2 =

Using words as tokens

Using characters as tokens



Tokenization

• Tokenization is not trivial for all languages (e.g. Chinese)

保持共產黨員先進性教育活動S1 =

保持 共產黨員 先進性 教育 活動T1 =
uphold Communist party

members
advanced 

nature education campaign

保持 共產黨員 先進 性教育 活動T2 =
uphold Communist party

members advanced sex 
education campaign

• Both syntactically 
valid tokenizations

• Different meanings
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N-grams

• “n” is simply some fixed integer, e.g. n=1；n=2；n=3；…
• An “n-gram” is a sequence of n tokens* appearing in sequence

• 1-gram = one token (i.e. 1 character, or 1 word)
• 2-gram = two tokens
• 3-gram = three tokens
• …

• * “Tokens” are the smallest unit of text we will work with. These could be 
words; for classical Chinese these will often be characters.



Example: n-grams, n=1, characters as tokens

天命之謂性，率性之謂道，修道之謂教。

天 1
命 1
之 3
謂 3
性 2
， 2

率 1
道 2
修 1
教 1
。 1

1-grams: which unique characters appear, and how many times each?



Example: n-grams, n=2, characters as tokens

天命之謂性，率性之謂道，修道之謂教。
2-grams: which unique pairs of characters appear, and how many times each?

天命 1
命之 1
之謂 3
謂性 1
性， 1
，率 1

率性 1
性之 1
謂道 1
道， 1
，修 1
修道 1

道之 1
謂教 1
教。 1



Example: n-grams, n=3, characters as tokens

天命之謂性，率性之謂道，修道之謂教。
3-grams: which unique triples of characters appear, and how many times each?

天命之 1
命之謂 1
之謂性 1
謂性， 1
性，率 1
，率性 1

率性之 1
性之謂 1
之謂道 1
謂道， 1
道，修 1
，修道 1

修道之 1
道之謂 1
之謂教 1
謂教。 1



N-grams capture some aspects of word use

天下 1218
諸侯 964
將軍 865
以為 846
於是 843
太子 824
二十 615
天子 608

而不 382
天下 372
人之 300
君子 299
也故 240
之謂 220
之所 217
者也 197

君子 186
之子 62
我心 46
子之 42
文王 41
不我 38
不可 37
見君 33

《史記》 《荀子》 《詩經》



Normalization

天下 1218
諸侯 964
將軍 865
以為 846
於是 843

而不 382
天下 372
人之 300
君子 299
也故 240

《史記》 《荀子》

Which uses “天下” more?

>500,000 characters 75,000 characters

Raw counts

Normalized



Using n-grams to identify text reuse

• Example: n=4
• 齊桓染於管仲、鮑叔，晉文染於舅犯、高
偃，楚莊染於孫叔、沈尹，吳闔閭染於伍
員、文義，越句踐染於范蠡大夫種。

• 齊桓公染於管仲、鮑叔，晉文公染於咎犯、
郤偃，荊莊王染於孫叔敖、沈尹蒸，吳王
闔廬染於伍員、文之儀，越王句踐染於范
蠡、大夫種，



Using n-grams to identify text reuse

• Example: n=4
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2. Choose texts

1. Select function

3. Run analysis

4. View/visualize/download output



Hands-on examples

1. Text reuse in the Analects
• Open https://text.tools/ctext
• Download analects.zip
• Drag analects.zip onto the Text Tools page
• Click “Similarity” to select the n-gram similarity function
• Click “Run” to run the comparison with the default settings

2. Experiment with interaction, visualizations, and other texts

https://text.tools/ctext


Hands-on examples

3. English example with tokenization

• Open https://text.tools/ctext (or remove loaded texts)

• Download alice.zip

• Drag alice.zip onto the Text Tools page

• Click “Similarity” to select the n-gram similarity function

• Unselect “Tokenize by character”

• Click “Run” to run the comparison with the default settings

https://text.tools/ctext


Similarity of vocabulary

Exploratory approaches:
• Compare all vocabulary use among a set of texts
• Can give indication of “unusual” word usage within a corpus

Targeted approach:
• Explore how some chosen set of words vary across a corpus
• Useful where there is some hypothesis about word usage
• Can be used to investigate aspects of authorial style



Document vectors
Doc. A

Doc. B
Doc. C

Doc. D
第十二届全国人民代表
大会第四次会议5日上午
在人民大会堂开幕。国
务院总理李克强向大会
作政府工作报告时指出，

今年发展的主要预期目
标是：国内生产总值增
长6.5%-7%，这一目标考
虑了与全面建成小康社
会目标相衔接，考虑…

Doc. A

0
3
8
2
1
2
4
9

Doc. B

3
6
1
7
2
2
2
0

Doc. C

0
3
7
0
1
2
6
9

Doc. D

0
3
8
0
1
2
6
8

We will calculate similarity between 
vectors, corresponding to similarity 
between their documents



Document vectors

To create one vector to represent each document:
1. First decide on one “vocabulary” to use for all documents

• Method 1: choose all unique words that appear in any document
• Method 2: choose a hand-chosen list of words we wish to consider

2. For each document:
• For every word (token) in our vocabulary:
– Write down how many times that token occurs in this document

This approach gives us “Term frequency vectors”



3. Document vectors: example

这句话只是一个例子，
只是想说明向量是什么。

这也是一个例句。

举个例子吧。

Doc. A

Doc. B

Doc. C

这 /句 /话 /只 /是 /一 /个 /例子 /，/
只 /是 /想 /说明 /向量 /是 /什么 /。

这 /也 /是 /一 /个 /例句 /。

举 /个 /例子 /吧 /。



Document vectors: example

Doc. A

Doc. B

Doc. C

这 /句 /话 /只 /是 /一 /个 /例子 /，
/只 /是 /想 /说明 /向量 /是 /什么 /。

这 /也 /是 /一 /个 /例句 /。

举 /个 /例子 /吧 /。

这

句

话

只

是

一

个

例子

，

想

说明

向量

什么

。

也

例句

举

吧

Vocab
1
1
1
2
2
1
1
1
1
1
1
1
1
1
0
0
0
0

Doc. A
1
0
0
0
1
1
1
0
0
0
0
0
0
1
1
1
0
0

Doc. B
0
0
0
0
0
0
1
1
0
0
0
0
0
1
0
0
1
1

Doc. C



Similarity of document vectors

Frequently used metric: cosine similarity

这

句

话

只

是

一

个

例子

另

话题

1
1
1
1
1
2
1
1
0
0

1
0
0
0
1
1
1
1
0
0

0
0
0
0
0
1
1
0
1
1

Doc. A

Doc. B

Doc. C

这 /一 /句 /话 /只 /
是 /一 /个 /例子

这 /是 /一 /个 /例子

另 /一 /个 /话题

Vocab Doc. A Doc. B Doc. C



Similarity of document vectors

Frequently used metric: cosine similarity

这

句

话

只

是

一

个

例子

另

话题

1
1
1
1
1
2
1
1
0
0

1
0
0
0
1
1
1
1
0
0

Doc. A

Doc. B

Doc. C

这 /一 /句 /话 /只 /
是 /一 /个 /例子

这 /是 /一 /个 /例子

另 /一 /个 /话题

x
x
x
x
x
x
x
x
x
x

=
=
=
=
=
=
=
=
=
=

1
0
0
0
1
2
1
1
0
0
6

Vocab Doc. A Doc. B



Similarity of document vectors

Frequently used metric: cosine similarity

这

句

话

只

是

一

个

例子

另

话题

1
1
1
1
1
2
1
1
0
0

1
0
0
0
1
1
1
1
0
0

Doc. A

Doc. B

Doc. C

这 /一 /句 /话 /只 /
是 /一 /个 /例子

这 /是 /一 /个 /例子

另 /一 /个 /话题

2
2
2
2
2
2
2
2
2
2

=
=
=
=
=
=
=
=
=
=

1
1
1
1
1
4
1
1
0
0
11

2
2
2
2
2
2
2
2
2
2

=
=
=
=
=
=
=
=
=
=

1
0
0
0
1
1
1
1
0
0
5

Vocab Doc. A Doc. B



Similarity of document vectors

Frequently used metric: cosine similarity

这

句

话

只

是

一

个

例子

另

话题

Vocab
1
1
1
1
1
2
1
1
0
0

Doc. A
1
0
0
0
1
1
1
1
0
0

Doc. B
0
0
0
0
0
1
1
0
1
1

Doc. C

Text A

Text B

Text C

这 /一 /句 /话 /只 /
是 /一 /个 /例子

这 /是 /一 /个 /例子

另 /一 /个 /话题

sim(A,B) = !
"" #

= 0.809

sim(A,C) = $
"" %

= 0.452

B is more similar 
to A than C is



Cosine similarity and vector space

Document 1: cat cat cat cat
Document 2: cat dog

Document 3: dog dog cat dog 

Document 4: dog dog cat cat

Document 5: cat cat cat dog 

Document 6: dog dog dog dog 
How many “cats”

Ho
w

 m
an

y 
“d

og
s”

• Document 5 is the closest document to document 1
• Document 2 and document 4 are “the same”



Cosine similarity

How similar are two documents, e.g. S1 and S2?
• Compare their vectors:
Cosine similarity for vectors A and B:

Þ Cosine similarity is a number from 0 to 1, and:
• 0 when A and B are orthogonal

• Intuitively (for TF vectors) S1 and S2  have no terms in common at all
• 1 when A and B are scalar multiples of one another

• Intuitively (for TF), all terms in S1 and S2 occur in identical proportions

D1 D2

D3θ

33



Inverse Document Frequency (IDF)

So far, all shared tokens between S1 and S2 count equally towards similarity

• Includes common terms like “the”, “a”, and punctuation

Easy approaches:

• Remove punctuation

• Remove common or “meaningless” words (“the”, “a”, etc.) – “stop words”

• Both are language-specific: rely on some knowledge of the language

• 。，、《》「」『』？！“” vs      . , : ! ? “” " [ ] { } …

34



Inverse Document Frequency (IDF)

Heuristic technique (mainly for larger corpora than our example)
• Terms occurring in many (or all) documents provide less information

• Co-occurrence of t in S1, S2 more significant for rare t than common t
• DFt = # of documents containing t
• IDFt = log(N/DFt),  N=# of documents

• Replace TF in vectors with TF*IDFt

• “TF-IDF” vectors

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

In
ve
rs
e	D

oc
um

en
t	F
re
qu

en
cy
	(I
DF

)

Number	of	documents	a	term	occurs	in

[punctuation
marks]

a, the, of

persuasion

xenomorph

power

anthropological

example

Example of IDF in a 
corpus: illustration only, 
not calculated from our 
earlier example



Document vectors

Usually very sparse
• Most components of most vectors are 0

• Why? Most documents do not contain most of the vocabulary!
Useful where “bag of words” assumption is reasonable
• Order and context less important than frequent mentions of terms
• vs e.g. text reuse => vectors can only be used to detect reused vocabulary
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Cosine similarity – example 

Two versions of “the same” novel
Substantial differences
Different chapters
Different lengths
Some parts very similar
Some parts unique to each

12 chapters, 1865 4 chapters, 1864

a) b)



Cosine similarity – example 

Similarity matrix:

Each cell colored by simcosine(Di, Dj)

Solid white: 0  solid red: 1

Blue & green two document groups

a) Alice in Wonderland

b) Alice’s Adventures Underground

Green line indicates actual 
reorganization of texts a) and b)

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16Di

Dj

a)

b)

a) b)



Cosine similarity – example
Interpretability

1
2
3
4
5
6
7
8
9

10
11
12

13 14 15 16

13
14
15
16

1 2 3 4 5 6 7 8 9 10 11 12

Ai Bi AiBiti

Vo
ca

bu
la

ry
 so

rt
ed

 b
y 

A i
B i



Cosine similarity – example
Interpretability

1
2
3
4
5
6
7
8
9
10
11
12

13 14 15 16

13
14
15
16

1 2 3 4 5 6 7 8 9 10 11 12

Ai Bi AiBiti
In this case, the 
most significant 
contribution is from 
noise!
Normalization and 
data cleaning are 
important!



Hands-on examples

• Chinese examples:
• Load the texts
• “Vectors” -> “Run”

• Alice in Wonderland:
• Load the texts
• “Transform” -> “Register” -> “English Tokenizer (Moses)” -> “Apply to all”
• “Vectors” -> (uncheck “Tokenize by character) -> “Run”



Principal Component Analysis (PCA)

• In modeling texts, we often use vectors to represent documents
• We used these to represent text digitally
• We used these to identify textual similarity
• Vectors are convenient for computers…
• ...But: too many dimensions for us to visualize

• Hard to see patterns, even when clear patterns exist



Documents as Vectors (again!)

我们 / 不再 / 简单 / 追求 / 
经济 / 增长 / 的 / 高 / 速度
/ ，/ 而是 / 强调 / 经济 / 
发展 / 的 / 质量 / 和 / 效益
/ 。

Document 1

提高 /实体 / 经济 / 的 /
整体 /素质 /和 /竞争力
/ 。

Document 2

All words
我们
的
提高
实体
和
不再
简单
追求
经济
增长

…

Doc. 1
1
2
0
0
1
1
1
1
2
1
…

Doc. 2
0
1
1
1
1
0
0
0
1
0
…



Documents as Vectors (again!)

All words
我们
的
提高
实体
和
不再
简单
追求
经济
增长
…

Doc. 1
1
2
0
0
1
1
1
1
2
1
…

Doc. 2
0
1
1
1
1
0
0
0
1
0
…

doc1=[1,2,0,0,1,1,…]
doc2=[0,1,1,1,1,0,…]

If we only used the first 3 words:
doc1=[1,2,0]
doc2=[0,1,1]

If we only used the first 2 words:
doc1=[1,2]
doc2=[0,1]



Dimensions and visualization

1 Dimension:  x-coordinate
Example: [1]

[3]
[10] 0    1    2    3    4    5    6    7    8    9   10   11

2 Dimensions: x and y
Example: [1, 2]

[2, 6]
[5, 3]

1    2    3    4    5    6    7

8
7
6
5
4
3
2
1



Dimensions and visualization

3 Dimensions: x, y, and z
Example: [2, 6, 0]

[2, 6, 2]

1    2    3    4    5    6    7

8
7
6
5
4
3
2
1 1    2    3    4    5  

Computer screens are 2-dimensional. This 
example is a projection from 3 to 2 dimensions



Dimensions and visualization

4 Dimensions: x, y, z, a
Example: [1, 2, 5, 1]

[2, 6, 1, 9]
[5, 6, 3, 8]

?? ?
PCA is a way of projecting data from high dimensions into lower dimensions
• It is calculated from a set of vectors
• It results in a linear projection
• It preserves as much variance as possible between data points



Principal Component Analysis (PCA)

Computes a linear transformation from ℝN → ℝN calculated from set of data

• Linear transformation such that in the transformed space:

• Dimension 1 accounts for greatest proportion of variance of datapoints

• Dimension 2 accounts for next greatest proportion

• (while being orthogonal to previous dimensions)

• …

• Keeping the first M<N components gives a projection into ℝM

• Here we use this for visualization of ℝN in ℝ2

• Effectively choosing a projection s.t. maximum variance preserved

• Gives a good sense of e.g. how linearly separable data is
48



PCA and stylometry

PCA can be used to visualize patterns in how vocabulary is used
• Hypothesis of stylometry: authors subconsciously use different function 

words more or less often than other authors.
• E.g. the, a, of, and, is, are, in, …

General idea:
• If all vectors from one author are linearly separable from those of another

author, this indicates that their use of the chosen vocab is clearly distinct
• We can predict which of the two authors an unknown work is written by by

comparing the vectors to the known samples



Example – Wizard of Oz

Two authors individually wrote a number of books in this series

• Frank Baum, and Ruth Plumly Thompson

• “Wizard of Oz”, and a large number of sequels

• All belong to the same genre (fantasy novels)

• Different characters and content

• One particular book in the series might have been written by either author

[Similar in principle to another well-known example, the “Federalist Papers”]

Who Wrote the 15th Book of Oz? An Application of Multivariate Analysis to Authorship Attribution 50

https://dh.obdurodon.org/Binongo-Chance.pdf


Example – Wizard of Oz

Who Wrote the 15th Book of Oz? An Application of Multivariate Analysis to Authorship Attribution 51

https://dh.obdurodon.org/Binongo-Chance.pdf


Example – Wizard of Oz

52



Example – Wizard of Oz

Texts by 
Thompson

Texts by 
Baum

Who Wrote the 15th Book of Oz? An Application of Multivariate Analysis to Authorship Attribution 53

https://dh.obdurodon.org/Binongo-Chance.pdf


Who Wrote the 15th Book of Oz? An Application of Multivariate Analysis to Authorship Attribution 54

Overrepresented in 
Thompson

Overrepresented in 
Baum

P1j

P2j

https://dh.obdurodon.org/Binongo-Chance.pdf


Work by Baum

Work by Thompson



Additional texts [not 
in the official Oz 
series] by Baum

Who Wrote the 15th Book of Oz? An Application of Multivariate Analysis to Authorship Attribution 56

https://dh.obdurodon.org/Binongo-Chance.pdf


Who Wrote the 15th Book of Oz? An Application of Multivariate Analysis to Authorship Attribution 57

The contested book

https://dh.obdurodon.org/Binongo-Chance.pdf


Authorship attribution – example (TF vectors, by act)
z 2

z1 58



Authorship attribution – example

Linear transformation z = Px,  z∈ℝN,  x∈ℝN

#$ =&
'()

*
+$','

In each axis in the 
projection, a weight is 
assigned to a vector 
component – in our 
example, this corresponds 
to a specific term

Merchant of Venice Valentinian

%
 o

f t
ex

t

% tokens that are “the”

% tokens that are “,”

So
rt

ed
 b

y 
|P

1j
|

P1j

z1 (horizontal coordinate 
in last slide) is the sum of 
all these values multiplied 
by the TF of each 
corresponding term

… …

Vj



Authorship attribution – example

Linear transformation z = Px,  z∈ℝN,  x∈ℝN

#$ =&
'()

*
+$','

In each axis in the 
projection, a weight is 
assigned to a vector 
component – in our 
example, this corresponds 
to a specific term

So
rt

ed
 b

y 
|P

1j
|

P1j

z1 (horizontal coordinate 
in last slide) is the sum of 
all these values multiplied 
by the TF of each 
corresponding term

… …

Vj

z 2

z1

I.e. if we write tc for term frequency of token c, then:
z1 = -0.453t, + 0.378t. + 0.319tthe – 0.246tye + ….



Authorship and “style”

P1j

… …

Vj

Names of characters 
appearing in plays: 
excellent discrimination 
across authors, BUT 
unlikely to generalize well Normalization may be 

important – we could just 
end up learning typographical 
distinctions (e.g. speaker 
names in ALL CAPS)

If we’re sure the texts have 
been prepared in the same 
way, punctuation may be a 
good discriminant (perhaps 
the best, on this data)

Grammatical particles (“the”, 
“a”, “you”, etc.) seem good 
candidates for discrimination 
since they are not obviously 
determined by content

61

Composition date: “ye” is a 
now obsolete English word 
meaning “you” – would not be 
present in a modern play



Authorship and “style”

Pitfalls:
• Classifying correctly does not imply classification by style!

• Could be by content or anything else correlated with features (inc noise)
• Could be genre (e.g. poetry vs prose)
• Models explainable with reference to e.g. textual features desirable

• Common difficulty: not enough independent samples from each author
• E.g. can segment long works, but must ensure testing uses only entirely 

unseen texts (i.e. not unseen samples from a seen text)

62



Hands-on examples

• Wizard of Oz
• Load the texts
• “Transform” -> “Register” -> “English Tokenizer (Moses)” -> “Apply to all”
• “Lowercase English text” -> “Apply to all”
• “Regex” -> paste list of words -> Group rows by chapter; Normalize by 

length; Match tokens -> “Run”
• “Summary” -> “Create vectors” -> “Run PCA”



Hands-on: suggested experiments

墨子+莊子+荀子 Similarity => n=7 => Run => Try clicking highlighted parts；
Click “Similarity matrix” => “Toggle values”；
“Chapter summary” => “Create graph” => “Draw”；
Double-click graph edges to jump to text

Texts Steps to reproduceTechnique

N-gram

Vectors => Run => Toggle values => Click highlighted sections；
Click specific term to see distribution in corpus；
Click on the chart to see specific textual matches；
Click “Vectors” tab to return to the original view

Cosine
similarity

墨子



Hands-on: suggested experiments

明代小说 Regex => In “Full-text search” input search terms, one per
line (see below); choose “Chapter” and “Normalize by
length”, then click “Run”
Click “Summary” => “Create vectors” => “Run PCA”

PCA

Texts Steps to reproduceTechnique



Hands-on: suggested experiments

明代小说 Vectors => Run => Run PCA

This will use all vocabulary in all texts

PCA +
TF-IDF

(all vocab)

Texts Steps to reproduceTechnique



Hands-on: suggested experiments

N.B. When using tokenized texts, make
sure to uncheck “Tokenize by character”

English /
modern Chinese

Transform => “Register” => [choose type] => Run /
Apply to all

Tokenization

Texts Steps to reproduceTechnique


